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ACRONYMS

AI
Artificial intelligence

CoE
Council of Europe

CVAWG
Cyber violence against 
women and girls

CVAW
Cyber violence against 
women

DV
Domestic violence

DSA
Digital Service Act

DSC
Digital service coordinator

ECHR
European Convention 
on Human Rights

EWL
European Women’s Lobby

EIGE
European Institute for 
Gender Equality

EPRS
European Parliament 
Research Service

FRA
European Union Agency for 
fundamental rights

GBV
Gender-based violence

GREVIO
Group of Experts on 
Action against Violence 
against Women and 
Domestic Violence

ICT
Information communication 
technology

IPV
Intimate partner violence

SDGs
Sustainable 
Development Goals

TFV
Technological-
facilitated violence

TF VAW
Technological-facilitated 
violence against women

UN
United Nations

VAW
Violence against women

VLOPs
Very large online platforms

VLOSEs
Very large online search 
engines

VRD
Victims’ Rights Directive

CV
Cyber violence
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Violence against women (VAW) is a 
manifestation of men’s domination 
and unequal power over women  
to silence their voices, control their  
lives, bodies and sexuality and  
‘keep them in their place’.

Male VAW takes many forms and is part of 
a continuum of violence embedded in the 
patriarchal society. There is not one single 
country in the world where women and girls 
are free from male violence and not a single  
area in any woman’s life where she is not exposed 
to the threat or reality of acts of male violence.

The digital world/culture is no exception to  
this rule. Data provided by EIGE1 estimates that 
one in ten women have already experienced a 
form of cyber violence since the age of 15.

Seeking justice to combat online violence 
requires robust international legal and policy 
measures, as the virtual space knows no 
geographical boundaries. A holistic approach 
that encompasses legal tools to prevent cyber 
violence (CV) and effectively protect victims, 
accountability of technological (tech) companies, 

as well as coordinated responses to challenge 
sexism and cultural norms on men’s dominance 
over women, are needed. The porn industry 
must also be tackled. It is never women’s
responsibility to prevent male VAW.

This document is an executive summary of the 
European Women’s Lobby’s (EWL) ‘Report on 
Cyberviolence against women: Policy Overview 
and Recommendations’, available in 25 languages 
plus in an easy-to read version.

The report is embedded in the European  
Women’s Lobby’s (EWL) mission, vision and 
principles: women’s rights are human rights, 
solidarity, autonomy, participation and inclusion.

INTRODUCTION
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Following up on the 2017 #HerNetHerRights 
report & Resource Pack,2 this report aims to 
provide recommendations to policy makers 
and other stakeholders to counter cyber 
violence against women (CVAW).  

The report has five main objectives:  

 Provide insights into CVAW and its key  
 characteristics; 

 Examine the legal and policy framework  
 on CVAW at international, EU and national  
 level; 

 Identify key challenges in this area; 

 Select examples of good practices on how  
 to address CVAW;  

 Put forward recommendations for the  
 EU institutions and Member States to  
 effectively tackle CVAW.

AIM OF THE REPORT AND  
METHODOLOGICAL APPROACH

The research underpinning this report took 
place over the period March-May 2024; the 
following research methods were used:  

 Desk research: an in-depth desk 
research covered a broad range of materials 
including studies, reports, articles, websites, 
databases and projects on CVAW issued by 
international, EU and national actors.   
 
 Legal & policy review: a detailed review  
of legal/policy documents at EU, international  
and national level, was conducted to map 
legislative and policy instruments that may be 
applicable to CVAW. 
 
 Stakeholder consultation: in order to 
further explore specific themes of the report, 
five key stakeholders from different categories 
(academia, institutions, NGOs) were consulted.

https://www.womenlobby.org/IMG/pdf/hernetherrights_report_2017_for_web.pdf
https://www.womenlobby.org/IMG/pdf/hernetherrights_resource_pack_2017_web_version.pdf
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Cyber-violence (CV) is the use of online  
communication technologies to cause, facilitate 
or threaten violence against individuals.3

 

Definitions of CV vary considerably not only  
across countries but also across key actors in 
this field, with the result of having different 
terminologies and methodologies to measure 
it. Cyber violence against women (CVAW) is 
a form of gender-based violence.4 Evidence 
shows that CV has a clear gender dimension: 
women are more likely to experience unique 
forms of gendered violence in digital contexts, 
reflecting a similar pattern to violence against 
women (VAW) in the offline world.5 CV is rooted 
in the same context of women’s inequality 
as offline VAW.6 Digital spaces reinforce 
and intensify systemic structural gender 
inequalities as well as patterns of harmful 
masculinities that drive all forms of VAW.7   

In line with the Advisory Committee on Equal 
Opportunities for Women and Men,8 and  
according to the EWL, CV is part of a continuum  
of VAW; it does not exist in a vacuum, rather, it  
both stems from and sustains multiple forms  

of offline violence.9 Indeed, online violence and  
offline violence are often interconnected and/ 
or intertwined.10    

Although CVAW is as harmful as offline violence, 
it has some specific features that distinguish it 
from other forms of VAW making it particularly 
dangerous. It has a broad reach, transmission 
and speed, which make it difficult to control 
the type of information that is disseminated 
via digital means. The enhanced anonymity  
offered by digital and virtual spaces allows users 
to behave with impunity. It is hard to eliminate 
and, thus, re-traumatizing for the victims.

Perpetrators of CVAW can be the victims’ 
partners or ex-partners, family members, 
friends or anonymous individuals. The impacts 
of CVAWG can be as serious as offline 
violence.11 Victims often withdraw from the 
digital sphere, silencing and isolating themselves 
and losing opportunities to build their education, 
professional career and support networks.12

CYBER VIOLENCE AGAINST WOMEN  
(CVAW)
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The report presents the main forms of CVAW, 
these should not be considered as separate 
categories as each form of CV is interlinked to 
other forms, both offline and online, in line with 
the concept of continuum of violence. The report 
acknowledges the fact that the forms of cyber 
violence are in continuum evolution, considering 
the fast evolving digital environment.  
 
 
 
Data on the most prevalent forms of CV vary 
from one study to another, depending on the  
methodology and geographical area considered  
as well as the definitions of CV used.
 
Nonetheless, it seems that cyber harassment, 
cyber stalking, non-consensual sharing of  
intimate material and hate speech are the 
most widespread forms.13  
 
 

Among the various forms, the use of artificial 
intelligence (AI), virtual reality and online 
gaming have become increasingly threatening to 
women. The use of AI has contributed to a sharp 
increase in digital sexual forgeries (known as 
‘deepfakes‘).14 As reported by the EPRS’ 2021 
study, AI tools to create digital sexual forgeries 
are developing rapidly and are becoming 
cheaper, more sophisticated and accessible 
to users day by day.15 The World Economic 
Forum’s Global Risks Report 202416 has ranked 

misinformation primarily driven by ‘deepfakes’, 
as the most severe global short-term risk the  
world faces in the next two years.   

The gender dimension of the phenomenon is 
well evidenced. Sexual digital forgeries almost 
exclusively target women.17 Indeed, the majority 
of deepfake videos that are currently circulating 
online contain sexual images of women. It has 
been estimated that between 90% and 95% 
of all ‘deepfakes’ concern material depicting 
nudity or sexually explicit activities;18 the 
vast majority of those ‘deepfakes’ (90%)  
concern women.19  

Similarly, 3D animation technology is 
increasingly able to generate videos with a similar 
quality to AI-based ‘deepfake’ technology.20 Some 
deepfake programmes even combine AI image 
generation and 3D animation; most notably the 
avatar technologies that animate 3D models of 
a person's head or the entire body. The use of 
3D avatars has spread in the metaverse where 
the number of disturbing accounts of women 
being sexually assaulted and harassed by 
3D avatars has increased.21   

Likewise, as more women join online gaming 
communities, they report experiencing high 
rates of sexual harassment online. Online 
gaming communities are perceived as one of 
the most inequitable online environments  
for women.22   

MAIN FORMS OF CVAW

MOST PREVALENT FORMS

INCREASINGLY THREATENING FORMS
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While the forms of CVAW are numerous and 
are defined differently across countries and 
stakeholders, some macro-categories of CVAW 
can be identified. These are those covered by the 
first ever European Directive on VAW adopted in 
April 2024: non-consensual sharing of intimate 
or manipulated material; cyber stalking; cyber 
harassment and cyber incitement to violence or 
hatred. 

The report provides a description of additional 
forms of CV (e.g. google bombing, sealioning* 
etc.). The list is non-exhaustive given that new 
forms continue to emerge with the increase 
in digitalization and the rapid evolution of 
technology. Among these additional forms, the 
‘manosphere’ and pornography are described. 

ADDITIONAL FORMS

The ‘manosphere’ is a network of online men’s 
communities advocating for various men’s rights 
and interests, while promoting misogynistic 
ideologies, anti-feminist and sexist beliefs. They 
blame women and feminists for all sorts of 
problems in society. Many of these communities 
encourage resentment, or even hatred, towards 
women and girls.23 Pornography promotes 
damaging stereotypes in its portrayal of women. 

The production and sale of pornography entails 
and encourages VAW and plays a key role in 
shaping men’s and women’s conceptions of 
relationships. Besides, pornography makes 
violence ‘sexy’. Figures show that the states 
with higher circulation rates of pornographic 
magazines have higher rape rates.24 

MACRO-FORMS

The ‘manosphere’ is a network 
of online men’s communities 

advocating for various men’s rights 
and interests, while promoting 

misogynistic ideologies, anti-feminist 
and sexist beliefs. 

* Sealioning fuses persistent questioning - often about basic information, information easily found elsewhere, or unrelated 
or tangential points - with a loudly-insisted-upon commitment to reasonable debate. It disguises itself as a sincere attempt to 
learn and communicate.
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The lack of agreed definitions of CV and 
methodologies for its measurement make 
it particularly difficult to assess the extent 
of the problem.25 Despite gaps and differences 
in methodologies, some attempts to measure  
CV have been made at both international and 
EU level.  

At international level, a global report26 which 
synthesised results from surveys on online 
VAWG, from 2018 onwards, estimated that 
between 16-58 % of women have experienced 
CVAW. Similarly, the Economist Intelligence Unit 
found that 38% of women have had personal 
experiences of online violence, and 85% of 
women who spend time online have witnessed 
digital violence against other women.27 

The severe lack of data and research on CVAW 
is a major issue also at EU level. Some attempts 
to capture the prevalence of some forms of CVAW 
have been made by the Fundamental Rights 
Agency (FRA) back in 2014 and 2019.28  The 2019 
FRA’s survey29 found that 13% of women had been 
subject to cyber-harassment in the five years 
before. Other interesting data come from the 

2021 survey by HateAid.30 The survey asked 2,000 
people between the ages of 18 and 80 from all 
EU countries about their experiences with digital 
violence. The results indicate that: 50% of young 
adults (18-35 years) in the EU are affected by hate 
on the internet; 30% of women across the EU fear 
that fake intimate images of them may be shared 
without their consent; 80% of respondents give 
online platforms a poor report card.31  

At national level, across Germany, France, and 
Spain more than one in two (53%) of women aged 
18-34 have been a victim of image-based abuse. 
Of women victimised, 82% reported feeling less 
safe, with some looking to withdraw entirely 
from online spaces.32 In France, more than 4 out 
of 10 people say that they have been victims of 
cyber harassment.33

PREVALENCE
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THE GENDER DIMENSION OF CV

Cyber violence has a gender dimension. 
According to a 2023 FRA’s report34 focusing on 
online hate in social media posts, women face 
more online harassment than any other 
target groups (people of African descent, Jews 
and Roma). Similarly, an American study found 
that 33% of women under 35 report having 
been sexually harassed online, compared to 
11% of men.35 Along the same lines, GREVIO36 

highlights that both men and women may 
experience incidents of inter-personal violence, 
however, women are considerably more likely 
to be subject to repeated and severe forms of  
abuse, both offline and online. 

PERPETRATORS

CVAW can be perpetrated by both men and  
women. However, in the majority of cases 
women tend to be targeted by men, who can 
be unknown or known to the victim.39 For 
example, the vast majority of perpetrators of 
image-based sexual abuse are men.40 

Perpetrators can be one or a multitude. Given 
the fact that technology allows the easy and 

While all women that have access to digital 
spaces are exposed to risks of CV, some groups 
of women are particularly vulnerable. 
Digital forms of gender-based VAW can be 
particularly pronounced for women and girls 
at risk of or exposed to intersecting forms of 
discrimination, and may be exacerbated by 
factors such as disability, sexual orientation, 
political affiliation, religion, social origin, 
migration status or celebrity status, age, 
among others.37  Women in public life including 
women’s rights activists, women human 
rights defenders, women in politics, and 
women journalists are also often targets  
of CV.38

fast dissemination of harmful content, both 
primary and secondary perpetrators should 
be identified. For example, one person may 
share a non-consensual intimate image (primary 
perpetrator) which may then be viewed and 
shared by a multitude of users (secondary 
perpetrators).41
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THE IMPACTS OF CVAW ON WOMEN

CVAW is often perceived as a less serious and less harmful form 
of GBV; nonetheless it can have as serious consequences on the 
health and lives of women as physical and sexual violence. 

The public, pervasive, repetitive and  
perpetual nature of CVAW as well as the 
interconnections between online and offline 
violence, make survivors feel in constant 
fear and insecurity.42  

GREVIO refers to severe psychological, 
economic and social impacts of CVAW. In 
addition to effects at the individual and social 
level, there are also significant financial 
consequences of CVAW such as healthcare 
costs incurred as a result of harassment, damage  
to career prospects, job loss and time taken off 
work. The EPRS’ study found that the overall 
costs of cyber harassment and cyber stalking 
to individuals and society were between €49.0 
and €89.3 billion.43  

The effects on women in politics and  
journalism are particularly detrimental. The 
former tend to reduce their political activity,  
being dissuaded from running in elections 
and even leaving office prematurely.44 Serious  
impacts also affect women journalists. A study 
found that 30% of women journalists inter- 
viewed self-censored on social media as a result 
of online VAW.45 The results is that CVAW limits 
women’s public participation and leadership; 
women’s voices are silenced, discredited,  
and censored.
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LEGAL AND POLICY FRAMEWORK ON CVAW 

INTERNATIONAL LEVEL

At international level, the United Nations (UN) 
and the Council of Europe (CoE) have addressed 
CVAW. The main legal instrument is the Council of 
Europe Convention on preventing and combating 
violence against women and domestic violence 
(Istanbul Convention).46 The EU acceded to the 
Istanbul Convention in June 2023, six years after 
its signature, triggering the entry into force of 
the Convention for the EU on 1 October 2023.47 

Despite the EU’s ratification, five EU Member 
States48 have not yet ratified it. 

While the Convention does not refer to CVAW, its 
scope, as defined in Article 2, extends to violence 
committed in online spaces and through ICTs. 
Moreover, the articles on sexual harassment (Art. 
40) and stalking (Art. 34) are applicable to CVAW. 
The Convention shall be interpreted in light of the 
GREVIO’s General Recommendation n.149 which 
categorises manifestations of VAW in the digital 
sphere as expressions of gender-based violence 
(GBV) covered by the Istanbul Convention.

At EU level, the main legislative instrument is the 
Directive 2024/1385 on combating violence 
against women and domestic violence,50 
adopted by the EU Parliament and the EU Council 
in April 2024. The latter contains four articles 

EU LEVEL

dedicated to CVAW: Article 5 on non-consensual 
sharing of intimate or manipulated material; 
Article 6 on cyber stalking; Article 7 on cyber 
harassment and Article 8 on cyber incitement to 
violence or hatred. The Directive also sets out the 
rights of victims of all forms of VAW or DV and 
provides for their protection.51  

The Directive can be considered as a significant 
step forward to better protect women 
and girls from VAW. It marks a significant 
improvement in seeking to introduce minimum 
rules regarding these forms of CV.52 Among its 
strengths, the Directive encompasses in just 
one instrument both offline forms of VAW 
and online forms. Moreover, both forms where 
the victim usually knows the perpetrator (e.g. 
stalking, harassment) and where the victim does 
not know the perpetrator (e.g. hate, deep fakes 
etc.) are covered. 

Despite its strengths, the Directive is not  
without limits and has been subject to 
criticism. For example, Articles 5-8 on CVAW, 
refer to intentional conducts. This reference 
poses some legal challenges given that the 
intentionality of the act must be proved. It 
places an ‘onerous’ burden of proof on victims 
of CV, also considering the complexity of new 
technologies used to commit CV and the fact 
that victims may lack information and co-
mmunication technology (ICT) skills. 
  



REPORT ON CYBER VIOLENCE 13

Moreover, Articles 5, 6 and 7 refer to ‘serious 
harm’. This condition creates legal uncertainty 
for victims across and within countries leaving to 
judicial discretion the decision on whether these 
conducts are punishable. This formulation is 
based on a lack of awareness on the harmfulness 
of CV.53  

Furthermore, Articles 5 and 7 refer to making 
certain material accessible, through ICT to 
‘the public ’. Recital 18, in relation to article 5, 
leaves the interpretation of the term ‘public‘ 
to the discretion of the judge according to the 
circumstances and the technologies used which 
might risk excluding, for example Whatsapp 
groups. Recital 26, in relation to article 8, instead 
states that ‘public‘ should be understood as 
reaching an unlimited number of users. The 
broader term ‘other end-users’, as suggested by 
the EU Parliament, would have been preferable 
as made clear by the EWL.54

Article 5(b) on non-consensual sharing of 
manipulated material has also a limited scope; 
it only applies to material where the person 
appears to be ‘engaged in sexual activities ’. 
Therefore it excludes nudes, leaving out of the 
scope a large part of sexual digital forgeries. 
Plus what might constitute ‘sexual activities’ is 
likely to vary considerably across Member States 
and give rise to definitional confusion.

References to exceptions linked to ‘freedom 
of expression’ and ‘freedom of the arts and 
science’ in Article 5 and Recital 20 are also 
alarming as these could be used to justify the 
non-consensual sharing of intimate material. 
These inclusions might vanish the effectiveness 

of this article by leaving discretion of whether to 
criminalise non-consensual sharing of intimate 
images or not, to the judicial authorities. According 
to EWL, the notion of freedom of expression 
should not become a way to justify online hatred 
and gender discrimination. 55

The prompt removal of harmful material is 
foreseen in Article 23 of the Directive on VAWG 
and DV; such measure complements action  
under another key instrument in the digital 
area, the Digital Services Act56 (DSA). The 
latter, adopted in October 2022, aims to create 
a safer online environment for consumers 
and companies in the EU. It defines clear 
responsibilities for online platforms and social 
media; deals with illegal content and products, 
hate speech and disinformation; as well as 
increases transparency with better reporting 
and oversight. 

According to academics,57 the measures in the 
DSA can be considered a welcome recognition 
of the prevalence and harms of image-based 
sexual abuse. GBV is recognized as one of the 
macro area of risks along with other risks.
Within the macro area of GBV, specific 
categories58 are now in the process of being 
created by the Commission under the 
‘Transparency Reporting Package’.   

Another positive development under the DSA 
is the fact that the Commission designated 
under the DSA three porn platforms 
(Pornhub, XVideos and Stripchat) as Very 
Large Online Platforms (VLOPs) in December 
2023.59 The designation comes with heightened 
responsibilities regarding transparency and 
child protection.
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OTHER RELEVANT EU LEGAL 
INSTRUMENTS APPLICABLE 
TO CVAW ARE:

 The Artificial Intelligence Act60 (AI Act), 
adopted by the European Parliament on 13 March 
2024. While the Act represents an opportunity to 
mitigate some of the risks posed by the misuse 
of AI such as ‘deepfakes’, it does not contain any 
express reference to CVAW. Moreover, the Act 
refers to gender equality only generically.61

 The Victim’s Rights Directive62 (Directive 
2012/29/EU), still under revision as of 2024, which 
states that all victims of crime (including CV) and 
their family members are to be recognised and 
treated in a respectful and non-discriminatory 
manner based on an individual approach tailored 
to the victim’s needs.

 The Directive on preventing and 
combating trafficking in human beings and 
protecting its victims63 (Directive 2011/36/
EU)64 which was updated in April 2024. The 
revised version introduces trafficking in human  
beings committed or facilitated through ICTs, 
including internet and social media, as an 
aggravating circumstance when it relates to  
sexual exploitation.

 The General Data Protection 
Regulation65  (Regulation (EU) 2016/679) contains 
a ‘right to erasure‘, better known as the right 
to be forgotten. However, the regulation does 
not define any form of CV, but it provides 
protection to victims of CV (e.g. victims of  
non-consensual sharing of intimate images) 
and provides for sanctions to be imposed 
against the individual responsible for sharing  
the unconsented content and against the 
publisher of such material.66
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The Directive can be  
considered as a significant step 

forward to better protect  
women and girls from VAW.

NATIONAL LEVEL

Some Member States have taken important 
steps to prevent and combat certain aspects 
of CVAW in the last five years.67 For example, in 
France, cyberbullying against women and girls 
has been introduced as a new criminal offence. 
In Slovenia and Poland,  legislation criminalises 
both offline and online manifestations of stalking. 

While  Italy  introduced a new criminal offence, 
the unlawful dissemination of sexually explicit 
images or videos, Austria adopted an online 
hate speech package which provides new tools 
to address this. In  Estonia, a ‘web constables’ 
unit in the police, which specialises in handling 
hate speech and harassment online was created, 
whereas in Ireland, the 2021 Bill on Harassment, 
Harmful Communication and Related Offenses 
criminalises all forms of non-consensual sharing 
of intimate images, with penalties of 10 years in 
prison.68

Outside the EU, the UK has recently adopted 
new initiatives to criminalise cyberflashing 
and more generally illegal content online 
through the Online Safety Act, which gained 
Royal Assent in 2023.69
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The following challenges have been identified:

 The lack of awareness and the 
underestimation of the seriousness of CVAW 
are major issues that contribute to the under-
reporting of incidents.   

 At international and EU level, there  
is not yet a harmonised definition of CVAW.  
As a result, legal and statistical definitions  
of CV vary greatly across countries and 
organisations. Moreover, most definitions are 
gender-neutral and do not acknowledge the 
links between online and offline violence. 
 
 Considering the rapid evolution of 
technology, legal frameworks on CVAW tend 
to become outdated very quickly.
  
 The lack of data on CVAW is exacerbated 
by the fact that existing data is often not 
disaggregated by sex, age, relation between 
the victim and the perpetrator, disability or other 
relevant factors.

KEY CHALLENGES 

 
 The under-representation of women 
in the ICT sector contributes to the lack of a 
gender dimension into ICT products including 
online gaming and virtual reality platforms, 
where CVAW is increasing. 

 There is little awareness of CVAW and 
its different manifestations among relevant 
actors including judges, prosecutors, police, 
health professionals and educators, who lack 
sufficient training and specialist expertise.

 Social media and online platforms do 
not always act effectively to remove illegal  
and harmful content. Complaint reporting 
systems of online platforms are not always 
user-friendly, with the result that victims do not  
know to whom they can ask support.
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GOOD PRACTICES TO TACKLE CVAW

 Capacity building: In Slovenia, seminars 
and training sessions were organised for law-
enforcement officers and judges with the aim 
of enhancing their capacity to investigate and 
prosecute the digital dimension of violence 
against girls and women. A handbook with 
guidelines on how to deal with cases of CVAW 
was also adopted and distributed to all Slovenian 
police stations and directorates, prosecutors’ 
offices and courts.70

 Involvement of national human rights 
institutions: National human rights institutions 
play an important role in combating CVAW, 
particularly when their mandate allows them 
to investigate cases of online hate speech. In 
Belgium, the Institute for Equality between 
Women and Men filed a criminal complaint 
against a social media platform for refusing to 
take down non-consensual intimate images.71

 Prevention: A study,72 funded by the 
Social Sciences and Humanities Research Council 
(SSHRC) and Canadian Heritage, unveils how 
empowering youth with digital agency can be 
a force against the rising tide of disinformation 
fuelled by ‘deepfake’ and artificial intelligence 
technologies. The study focused on how youth 

perceive the impact of ‘deepfakes’ and explored 
their capacity and willingness to effectively 
counterbalance disinformation. 

 Survivors’ involvement: The Reclaim 
Coalition to End Online Image-based Sexual 
Violence73 brings together a global network of 
leaders to accelerate the global response to 
online image-based sexual violence through 
shared initiatives across advocacy, policy, 
technology, and survivor services. The Coalition 
refers to individuals with firsthand knowledge of 
image-based sexual violence as ‘lived experience 
experts.’ The Coalition gives voice to survivors  
and their experiences. 

 Helplines: Access Now Digital Security 
Helpline helps women at risk of CV to improve  
their digital safety practices and provides 
emergency assistance for women under attack. 
The 24/7 Digital Security Helpline offers real-
time, direct technical assistance and advice to civil 
society groups and activists, media organizations, 
journalists and bloggers, and human rights 
defenders. 

 Countering cyber-sexism and online 
hate speech: #StopFisha74 is a French feminist 

Good practices of different types have been identified within and outside 
the EU; the latter have been categorised based on their scope and focus. 
One example for each practice is provided below: 



REPORT ON CYBER VIOLENCE 18

NGO which aims to fight cyber-sexism. It was 
created as a support for victims and as an alert 
to denounce cyber-sexism during the covid-19 
pandemic. As the movement continued growing, 
#StopFisha became an NGO which now tackles 
all forms of sexist and sexual cyberviolence. 

 Specialised support services: In several 
countries, specialist law enforcement units 
with in-depth knowledge of CVAW are being 
introduced to ensure effective and responsive 
police investigations and victim support.

 Specialist law enforcement units are increasingly 
common in Latin America. For example, the 
Federal Police of Mexico has a forensic division 
responsible for the investigation of cybercrimes, 
including online and CVAW and girls. Likewise, the 
National Police of Colombia has a similar Police 
Centre for Cybernetics, and the Federal Police in 
Brazil includes an Office for the Suppression of 
Cybercrime.75

 Removal of harmful content: The UK 
Revenge Porn Helpline (RPH) helps prevent 
individuals from becoming victims of non-
consensual intimate image abuse. Since its 
creation, the RPH has supported thousands 
of victims, with an over 90% removal rate, 
successfully removing over 200,000 individual 
non-consensual intimate images from the 
internet.76
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RECOMMENDATIONS  

The following recommendations have been formulated based on in-depth 
desk research, review of legal and policy documents and stakeholder 
consultation. While the general recommendations apply to all stakeholders 
in the area of CVAW, specific recommendations have been drafted for the 
EU institutions and Member States.

Empower survivors: Listening to the pers- 
pectives of female survivors is essential as 
well as include them in the development and 
implementation of programmes, policies and 
service delivery on CVAW. Survivors often 
experience victim blaming whereas it is not 
women‘s responsibility to prevent CV. A holistic 
approach that involves legal tools to protect 
victims and prevent CV and calls on big tech  
to act on their responsibilities, as well as a 
coordinated response to challenge sexism and 
cultural norms to avoid victim blaming is needed.

Enhance women’s participation in the 
technology sector: It is paramount to ensure 
women’s participation in the design of gender-
responsive products. This includes the design  
of technology where women are not sexualised 
and where safe and accessible reporting 
mechanisms as well as access to support are 
easily available. 

GENERAL RECOMMENDATIONS

Strengthen multi-stakeholder cooperation: 
Reinforce cooperation between a broad range 
of stakeholders (EU actors, Member States, 
the technology sector, civil society, survivors 
of CVAW, national human rights institutions, 
women’s rights organisations etc.) to effectively 
address CVAW through key partnerships and 
coordinated actions would avoid the current 
overlaps and gaps in actions. Ongoing exchanges 
of knowledge and cooperation among key 
actors are essential, including learning from 
countries with more advanced systems for 
addressing CVAW. 

Ensure that the technology sector, in  
particular social media and online platforms, 
meet their obligations: Social media and 
online platforms must be held accountable 
in the fight against CVAW. The technology 
sector should proactively, promptly and 
effectively monitor and remove gender hate 
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speech, sexist and misogynistic content 
and other forms of CVAW. It should also  
enhance cooperation with law enforcement to 
adequately address cases of CVAW. Moreover,  
they should provide effective resources for 
users to recognize and intervene against 
online abuse. In brief, increased transparency 
and accountability, faster removal of illegal 
content, safety by design and prevention are 
needed from tech companies, online platforms 
and social media, including porn platforms.

Approach pornography in the continuum 
of VAW: The EWL denounces the business of 
pornography and highlights the enormous 
financial profits made by pornography industries, 
in complicity with prostitution businesses. The 
EWL advocates for the EU and Member States 
to take action to ensure that pornography is 
recognised as a form of VAW. 

RECOMMENDATIONS FOR THE  
EU INSTITUTIONS

Harmonise definitions and categories of CVAW 
at EU level and across EU institutions in order to 
address existing discrepancies across national 
legal systems that hamper effective protection 
and prosecution and impact negatively on data 
collection. To date, the only attempt to harmonise 
legal and statistical definitions of CVAW has been 
carried out by EIGE.77 EIGE’s definitions should be 
adopted by all EU institutions.

Develop guidelines and indicators for data 
collection on CVAW: the EU should develop clear 
guidelines and indicators supporting Member 

States in their efforts to collect data on CVAW, 
as currently done by EIGE.  
 
Improve the Directive on VAW and DV in 
the future and extend its scope: Overall, the 
Directive can be considered a valuable instru-
ment in protecting women from the main forms 
of CVAW. However, some improvements should 
be made in the context of future updates of the 
Directive. Considering the links between CV and 
rape, rape as sex without freely given consent 
should be included in the text. References to 
the intentionality of the conducts and to ‘serious 
harm’ should be eliminated as they impose an 
onerous burden of proof on the victim. The 
production and dissemination of pornographic 
material depicting acts of sexual violence  
should be included in the review of the Directive  
as it is a form of sexual exploitation. The scope 
of the crime should be extended to cover all 
forms of image based sexual abuse, including  
pornography.

Update existing EU legislation to tackle the 
gender nature of CV: The Victim Rights Directive 
should be updated with the aim to incorporate 
articles specifically dedicated to CV and its gender 
dimension. The 2008 Framework Decision on 
combating certain forms and expressions of 
racism and xenophobia should also be revised 
to incorporate reference to gender hate speech 
by ICT means. 

Effectively enforce the DSA: The European 
Commission has enforcement and investigative 
powers in relation to the obligations under 
the DSA. It is paramount that the Commission 
effectively exercise these powers (including 
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the imposition of fines), in cooperation with 
National Digital Service Coordinators, in order 
to guarantee that online platforms and 
intermediary services meet their obligations in 
line with the DSA.   

Incorporate reference to CVAW under the 
Artificial Intelligence Act:  In light of the 
proliferation of sexual digital forgeries 
(‘deepfakes’) and other forms of VAW through  
AI, it is urgently recommended that future 
updates of the AI Act address CV through a 
comprehensive gender-sensitive approach.

Issue regular guidance on new forms of  
CVAW: Given the rise in forms of CVAW facilitated 
by artificial intelligence and the incapacity of  
legal/policy frameworks to keep at pace with new 
ICT developments, the EU should issue regularly 
a guidance on how to tackle the latest forms of 
CVAW in an effective way. 

RECOMMENDATIONS FOR  
MEMBER STATES

Align national definitions of CVAW with 
harmonised gender-sensitive EU definitions: 
Member States should incorporate EU har-

monised definitions and categories of CVAW  
into their own legal and policy frameworks as  
well as in their statistical/data collection systems 
to ensure the collection of comparable data 
across countries. 

Collect quality data on CVAW in a regular 
manner: In line with Article 11 of the Istanbul 
Convention and Article 44 of the Directive on 
VAW, Member States should collect data on 
CVAW of good quality which are comparable and 
disaggregated, following EIGE’s guidelines. 

Ratify and implement the Istanbul Con-
vention: The Convention is a key instrument 
to protect all women from all forms of violence 
including CVAW, therefore, it is important that 
it is fully implemented by all Member States. 
Moreover, in line with GREVIO Recommendation 
n.1, Member States should ensure recognition 
of the digital dimension of VAW in national 
strategies, programmes and action plans on 
VAW as part of a holistic response to all forms 
of violence. 

Strengthen prevention in the broad sense: It 
is paramount to tackle gender stereotypes and 
social norms of inequality at the broader societal 
level including through the empowerment of 

Overall, a cultural systemic change is 
required to tackle CVAW from a gender 
and an intersectional perspective and 

as a continuum of violence. 
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women. Member States should raise awareness 
among all professionals about the manifestations 
and consequences of CVAW. 

Prevention and awareness of CVAW should also 
be integrated into school education programmes 
from an early age for both boys and girls.78 

Moreover, as recommended by the EWL in its 
report,79 implement mandatory, relationship and 
sexuality education from a feminist perspective 
is paramount. Educating men and boys on the 
forms, severity and consequences of CVAW is 
also crucial. Overall, a cultural systemic change 
is required to tackle CVAW from a gender and an 
intersectional perspective and as a continuum 
of violence. 

Criminalise CVAW in line with the Directive 
on VAW: It is recommended that Member States 
criminalise the main forms of CVAW in line with 
Articles 5 to 8 of the Directive on VAW and keep the 
legislation abreast of technology developments. 
Member States during the transposition phase 
should go beyond the minimum standards of 
protection set by the Directive. 

Effectively monitor and enforce compliance 
with the DSA: It is essential that National Digital 
Service Coordinators effectively monitor and 
enforce compliance with the DSA. This includes 
the imposition of fines and, in particularly serious 
cases, the restriction of the users' access to the 
service. 

Ensure accountability: Laws and policies of 
Member States should ensure the responsibility 
of perpetrators and the accountability of the 
technology sector, including in the case of trans-
border acts of CV. The effective enforcement of 
the legal framework on CVAW is crucial. 

Improve victims’ access to remedies: It is 
important to guarantee easily accessible and  
safe reporting mechanisms both online and off- 
line, enabling women to report CV. Information 
on legal avenues and other remedies should be 
made easily accessible to victims of CVAW. 

Provide specialised support services: It is 
essential to strengthen capacities of service 
providers from different sectors to respond to 
the unique nature of CVAW and the needs of 
survivors. Specialised survivor-centred support, 
with ICT expertise, should be ensured through 
adequate funding and resources. Provide 
mandatory and continuous education and 
training for all relevant professionals to equip 
them with knowledge on digital expressions 
of VAW, that would enable them to respond to 
women without causing secondary victimisation 
and re-traumatisation.      
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